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#### Abstract

Most algorithmic matches in fielded kidney exchanges do not result in an actual transplant. In this paper, we address the problem of cycles and chains in a proposed match failing after the matching algorithm has committed to them. We show that failure-aware kidney exchange can significantly increase the expected number of lives saved (i) in theory, on random graph models; (ii) on real data from kidney exchange match runs between 2010 and 2012; (iii) on synthetic data generated via a model of dynamic kidney exchange. From the computational viewpoint, we design a branch-and-price-based optimal clearing algorithm specifically for the probabilistic exchange clearing problem and show that this new solver scales well on large simulated data, unlike prior clearing algorithms. Categories and Subject Descriptors: I.2.11 [Distributed Artificial Intelligence]: Multiagent systems; J. 4 [Social and Behavioral Sciences]: Economics Additional Key Words and Phrases: Kidney exchange, fielded applications, stochastic matching, discounted cycle cover, random graphs


## 1. INTRODUCTION

Kidney exchange is a recent innovation that allows patients who suffer from terminal kidney failure, and have been lucky enough to find a willing but incompatible kidney donor, to swap donors. Indeed, it may be the case that two donor-patient pairs are incompatible, but the first donor is compatible with the second patient, and the second donor is compatible with the first patient; in this case a life-saving match is possible. As we discuss below, sequences of swaps can even take the form of long cycles or chains.

The need for successful kidney exchanges is acute because demand for kidneys is far greater than supply. Although receiving a deceased-donor kidney is a possibility, in 2011 33,572 people joined the national waiting list while only 11,026 left it UNOS. With a median waiting time ranging from 2 to 5 years, for some patients kidney exchange is the only viable option.

In this paper we share learnings from our involvement in designing and running the kidney exchange that was set up by the United Network for Organ Sharing (UNOS). The exchange went live in October 2010, conducting monthly match runs. Since then, the exchange has grown to encompass 121 transplant centers and now conducts weekly match runs. Based on this experience, we propose a significantly different approach as a solution to what we view as
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the main problem kidney exchanges face today: "last-minute" failures ${ }^{1}$ We mean failures before the transplant procedure takes place, not failures during or after it. Amazingly, most planned matches fail to go to transplant! In the case of the UNOS exchange, $93 \%$ of matches fail Kidney Paired Donation Work Group 2012, and most matches fail at other kidney exchanges as well (e.g., Ashlagi et al. 2011). There are a myriad of reasons for these failures, as we will detail in this paper.

To address such failures, we propose to move away from the deterministic clearing model used by kidney exchanges today into a probabilistic model where the input includes failure probabilities on possible planned transplants, and the output is a transplant plan with maximum expected value. The probabilistic approach has recently also been suggested by others Chen et al. 2012 Li et al. 2011]. They used a general-purpose integer program solver (Gurobi) to solve their optimization models. We show that general-purpose solvers do not scale to today's real kidney exchange sizes. Then we develop a custom (branch-and-pricebased Barnhart et al. [1998]) integer program solver specifically for the probabilistic clearing problem, and show that it scales dramatically better. We also present new theoretical and experimental results that show that the probabilistic approach yields significantly better matching than the current deterministic approach. We conduct experiments both in the static and dynamic setting with (to our knowledge) the most realistic instance generator and simulator to date, and with the real data from all the UNOS match runs conducted so far.

## 2. MODELING EXPECTED UTILITY: CONSIDERING CYCLE AND CHAIN FAILURE

In this section, we augment the standard model of kidney exchange to include the probability of edge, cycle, and chain failure. We formalize the discounted utility of an edge, cycle, and chain, which represents the expected number of actual transplants (not just potential transplants). This is used to define the discounted utility of an overall matching, which more accurately reflects its value relative to other matchings.

### 2.1. The basic graph model for kidney exchange

The standard model for kidney exchange encodes an $n$-patient kidney exchange - and almost any $n$-participant barter exchange - as a directed compatibility graph $G(n)$ by constructing one vertex for each patient-donor pair. An edge $e$ from $v_{i}$ to $v_{j}$ is added if the patient in $v_{j}$ wants the donor kidney (or item, in general) of $v_{i}$. A donor is willing to give her kidney if and only if the patient in her vertex $v_{i}$ receives a kidney.

The weight $w_{e}$ of an edge $e$ represents the utility to $v_{j}$ of obtaining $v_{i}$ 's donor kidney (or item). A cycle $c$ in the graph $G$ represents a possible kidney swap, with each vertex in the cycle obtaining the kidney of the previous vertex. If $c$ includes $k$ patient-donor pairs, we refer to it as a $k$-cycle. In kidney exchange, typically cycles of length at most some small constant $L$ are allowed-all transplants in a cycle must be performed simultaneously so that no donor backs out after his patient has received a kidney but before he has donated his kidney. In most fielded kidney exchanges, including the UNOS kidney exchange, $L=3$ (i.e., only 2- and 3 -cycles are allowed).

Currently, fielded kidney exchanges gain great utility through the use of chains Roth et al. 2006; Montgomery et al. 2006, Rees et al. 2009, Gentry et al. 2009, Ashlagi et al. 2011; Gentry and Segev 2011; Dickerson et al. 2012b; Ashlagi et al. 2012. Chains start

[^0]with an altruistic donor donating his kidney to a candidate, whose paired donor donates her kidney to another candidate, and so on. Chains can be (and typically are) longer than cycles in practice because it is not necessary to carry out all the transplants in a chain simultaneously ${ }^{2}$

A matching $M$ is a collection of disjoint cycles and chains in the graph $G$. The cycles and chains must be disjoint because no donor can give more than one of her kidneys.

### 2.2. Including failure probability in the model

In the basic kidney exchange model, the weight $w_{c}$ of a cycle or chain $c$ is the sum of its edge weights, and the weight of a matching $M$ is the sum of the weights of the cycles and chains in the matching. The clearing problem is then to find a maximum (weighted) matching $M$. In reality, not all of the recommended matches proceed to transplantation, due to varying levels of sensitization between candidates and donors in the pool (represented by a scalar factor called CPRA), illness, uncertainty in medical knowledge, or logistical problems. As such, the weight of a cycle or chain as the sum of its constituent parts does not fully characterize its true worth.

Associate with each edge $e=\left(v_{i}, v_{j}\right)$ in the graph $G$ a value $q_{e} \in[0,1]$ representing the probability that, if algorithmically matched, the patient of $v_{j}$ would successfully receive a kidney from $v_{i}$ 's donor. We will refer to $q_{e}$ as the success probability of the edge, and $1-q_{e}$ as the failure probability of the edge. Using this notion of failure probability, we can define the expected (failure-discounted) utility of chains and cycles.
2.2.1. Discounted utility of a cycle. For any transplant in a $k$-cycle to execute, each of the $k$ transplants in that cycle must execute. Put another way, if even one algorithmically matched transplant fails, the entire cycle fails. Thus, for a $k$-cycle $c$, define the discounted utility $u(c)$ of that cycle to be:

$$
u(c)=\left[\sum_{e \in c} w_{e}\right] \cdot\left[\prod_{e \in c} q_{e}\right]
$$

That is, the utility of a cycle is the product of the sum of its constituent weights and the probability of the cycle executing. The simplicity of this calculation is driven by the required atomicity of cycle execution - a property that is not present when considering chains.
2.2.2. Discounted utility of a chain. While cycles must execute entirely or not at all, chains can execute incrementally. For example, a 3-chain $c=\left(a, v_{1}, v_{2}, v_{3}\right)$ starting at altruist $a$ might result in one of four numbers of transplants:

- No transplants, if the edge $\left(a, v_{1}\right)$ fails
- A single transplant, if $\left(a, v_{1}\right)$ succeeds but $\left(v_{1}, v_{2}\right)$ fails
- Two transplants, $\left(a, v_{1}\right)$ and ( $v_{1}, v_{2}$ ) succeed but ( $v_{2}, v_{3}$ ) fails
- Three transplants, if all edges in the chain represent successful transplants. ${ }^{3}$

In general, for a $k$-chain $c=\left(v_{0}, v_{1}, \ldots, v_{k}\right)$, where $v_{0}$ is an altruist, there are $k$ possible matches (and the final match to, e.g., a deceased donor waiting list candidate). Let $q_{i}$ be the probability of edge $e_{i}=\left(v_{i}, v_{i}+1\right)$ leading to a successful transplant. Here, we assume

[^1]$w_{e}=1$ for ease of exposition; in Section 5, we show that relaxing this assumption does not complicate matters.

Then, the expected utility $u(c)$ of the $k$-chain $c$ is:

$$
u(c)=\left[\sum_{i=1}^{k-1}\left(1-q_{i}\right) i \prod_{j=0}^{i-1} q_{j}\right]+\left[k \prod_{i=0}^{k-1} q_{i}\right]
$$

The first portion above calculates the sum of expected utilities for the chain executing exactly $i=\{1, \ldots, k-1\}$ steps and then failing on the $(i+1)^{t h}$ step. The second portion is the utility gained if the chain executes completely.
2.2.3. Discounted utility of a matching. The value of an individual cycle or chain hinges on the interdependencies between each specific patient and potential donor, as was formalized above. However, two cycles or chains in the same matching $M$ fail or succeed independently. Thus, define the discounted utility of a matching $M$ to be:

$$
u(M)=\sum_{c \in M} u(c)
$$

That is, the expected number of transplants resulting from a matching $M$ is the sum of the expected number of transplants from each of its constituent cycles and chains.

For a (possibly weighted) compatibility graph $G=(V, E)$, let $\mathcal{M}$ represent the set of all legal matchings induced by $G$. Then, given success probabilities $q_{e}, \forall e \in E$, the discounted clearing problem is to find $M^{*}$ such that:

$$
M^{*}=\underset{M \in \mathcal{M}}{\operatorname{argmax}} u(M)
$$

The distinction between $M^{*}$ and any maximum (non-discounted) weighted matching $M^{\prime}$ is important, as we show in the rest of this paper-theoretically in Section 3, on real data from the fielded UNOS kidney exchange in Section 4, and on simulated data in Section 7 ,

## 3. MAXIMUM CARDINALITY MATCHING IS FAR FROM MAXIMIZING THE EXPECTED NUMBER OF TRANSPLANTS

In this section, we prove a result regarding the (in)efficacy of maximum cardinality matching in kidney exchange, when the probability of a match failure is taken into account. We show that in pools containing equally sensitized patient-donor pairs (and not necessarily equally sensitized altruistic donors), with high probability there exists a discounted matching that has linearly higher utility than all maximum cardinality matchings.

### 3.1. Random graph model of sensitization

We work with (a special case of) the model of Ashlagi et al. ( $\sqrt[2012]{ }, \S 4.2$ ), which is an adaptation of the standard theoretical kidney exchange model to pools with highly and non-highly sensitized patient-donor pairs.

The model works with random compatibility graphs with $n+t(n)$ vertices, pertaining to $n$ incompatible patient-donor pairs (denoted by the set $P$ ), and $t(n)$ altruistic donors (denoted by the set $A$ ) respectively. Edges between vertices represent not just blood-type compatibility, but also immunological compatibility - the sensitization of the patient. Given a blood type-compatible donor, let $p$ denote the probability that an edge exists between a patient and that donor.

Given uniform sensitization $p$ for each of the $n$ patients in the pool, random graphs from this model are equivalent to those of Erdős and Rényi [1960] with parameters $n$ and $p$. In Section 3.2 , we use techniques from random graph analysis to prove that maximum cardinality matching in highly sensitized pools (with altruists) does not optimize for expected number of actual transplants.


Fig. 1. Illustration of a Y-gadget with $k=5$. The vertices of $A$ are white and the vertices of $P$ are gray. Clearly $\left|M_{Y}\right|>\left|M_{Y}^{\prime}\right|$, but (using Equation $1 \mid u_{q}\left(M_{Y}^{\prime}\right)-u_{q}\left(M_{Y}\right)>q^{2}-6 q^{4}$; this difference is positive for $q<0.41$, which is a realistic value.

### 3.2. Maximum cardinality matching in highly sensitized pools

Let $G(n, t(n), p)$ be a random graph with $n$ patient-donor pairs, $t(n)$ altruistic donors, and probability $p=\Theta(1 / n)$ of incoming edges. Such a $p$ represents highly-sensitized patients. Let $q$ be the probability of transplant success that we introduced, such that $q$ is constant for each edge $e$. Note that for a chain of length $k$, the probability that $t<k$ matches execute is $q^{t}(1-q)$, and the probability that $k$ matches execute is $q^{k}$. There is no chain cap (although we could impose one, which depends on $q$ ). Given a matching $M$, let $u_{q}(M)$ be its expected utility in our model, i.e., expected number of successful transplants. Denote the set of altruistic donors by $A$, and denote the vertex pairs by $P$. By "almost surely" we mean that the probability goes to 1 as $n$ goes to infinity.

The proof of the following theorem builds on techniques used in the proof of Theorem 5.4 of Ashlagi et al. 2012], but also requires several new ideas.

Theorem 3.1. For every constants $q \in(0,1)$ and $\alpha, \beta>0$, given a large random graph $G(n, \alpha n, \beta / n)$, there almost surely exists a matching $M^{\prime}$ such that for every maximum cardinality matching $M$,

$$
u_{q}\left(M^{\prime}\right) \geq u_{q}(M)+\Omega(n) .
$$

Proof. We consider subgraphs that we call $Y$-gadgets, with the following structure. A Y-gadget contains a path $\left(u, v_{1}, \ldots, v_{k}\right)$ such that $u \in A$ and $v_{i} \in P$ for $i=1, \ldots, k$ for a large enough constant k , to be chosen later. Furthermore, there is another altruistic donor $u^{\prime} \in A$ with two outgoing edges, $\left(u^{\prime}, v_{3}\right)$ and $\left(u^{\prime}, v^{\prime}\right)$ for some $v^{\prime} \in P$. Finally, the edges described above are the only edges incident on the vertices of the Y-gadget. See Figure 1(a) for an illustration.
We first claim that it is sufficient to demonstrate that the graph $G(n, \Theta(n), \Theta(1 / n))$ almost surely contains $c n$ Y-gadgets, for some constant $c>0$. Indeed, because each Ygadget is disconnected from the rest of the graph, a maximum cardinality matching $M$ must match all the vertices of the Y-gadget, via a $k$-chain and a 1 -chain. Let $M_{Y}$ be the restriction of $M$ to the Y-gadget (see Figure 1(b)). It holds that

$$
u_{q}\left(M_{Y}\right)=(1-q) \sum_{i=1}^{k-1} i q^{i}+k q^{k}+q .
$$

We next construct a matching $M_{Y}^{\prime}$ for the Y-gadget, via two chains: $\left(u, v_{1}, v_{2}\right)$ and $\left(u^{\prime}, v_{3}, \ldots, v_{k}\right)$, i.e., vertex $v^{\prime}$ remains unmatched (see Figure 1(c)). We obtain

$$
u_{q}\left(M_{Y}^{\prime}\right)=(1-q) \sum_{i=1}^{k-3} i q^{i}+(k-2) q^{k-2}+q(1-q)+2 q^{2} .
$$

Therefore,

$$
\begin{equation*}
u_{q}\left(M_{Y}^{\prime}\right)-u_{q}\left(M_{Y}\right)=q^{2}+(k-2) q^{k-1}-(k-1)(1-q) q^{k-1}-k q^{k}>q^{2}-(k+1) q^{k-1} \tag{1}
\end{equation*}
$$

Clearly if $k$ is a sufficiently large constant, $q^{2} / 2>(k+1) q^{k-1}$, and hence the right hand side of Equation (1) is at least $q^{2} / 2$, which is a constant. By applying this argument to each of the $c n$ Y-gadgets we obtain a matching $M^{\prime}$ such that $u_{q}\left(M^{\prime}\right)-u_{q}(M)>\left(q^{2} / 2\right) c n=\Omega(n)$.

It remains to establish the existence of $\Omega(n)$ Y-gadgets. Consider a random undirected graph with $n+\alpha n$ vertices. The edge probabilities are $p=2(\beta / n)(1-\beta / n)+(\beta / n)^{2}$, i.e., the probability of at least one edge existing between a pair of vertices in $P$. A standard result on random graphs Janson et al. 2011 states that for every graph $X$ of constant size, we can almost surely find $\Omega(n)$ subgraphs that are isomorphic to $X$ and isolated from the rest of the graph. In particular, our random graph almost surely has $\Omega(n)$ subgraphs that are isomorphic to the undirected, unlabeled version of a Y-gadget.

There are two issues we need to address. First, these subgraphs are unlabeled, i.e., we do not know which vertices are in $A$, and which are in $P$. Second, the graph is undirected, and may have some illegal edges between pairs of vertices in $A$. We presently address the first issue. We randomly label the vertices as $A$ or $P$, keeping in mind that ultimately it must hold that $|P|=n$ and $|A|=\alpha n$. Assume without loss of generality that $\alpha \leq 1$. Consider an arbitrary vertex in one of the special subgraphs. This vertex is in $P$ with probability $1 /(1+\alpha)$, and in $A$ with probability $\alpha /(1+\alpha)$. The label of the second vertex depends on the first. For example, if the first is in $P$ then the probabilities are $(1-1 / n) /(1-1 / n+\alpha)$ for $P$ and $\alpha /(1-1 / n+\alpha)$ for $A$.

We sequentially label the vertices of $\min \{c n,(\alpha n) /(10 k)\}$ gadgets, where $c n$ is the number of Y-gadgets, taking into account the previous labels we observed. Because we observed far less than $\alpha n / 2$ labels, in each trial the probability of each of the two labels, conditioned on the previous labels, is at least $(\alpha / 2) /(1+\alpha / 2)$, which is a constant. This lower bound allows us to treat the labels as independent Bernoulli trials. Thus, the probability that a gadget has exactly the right labels (two $A$ labels in the correct places, and $P$ labels everywhere else) is at least $r=((\alpha / 2) /(1+\alpha / 2))^{k+3}$, which is a constant. The expected number of correctly labeled gadgets is therefore at least $r \cdot \min \left\{c n, \frac{\alpha n}{10 k}\right\}$, i.e., $\Omega(n)$. Using Chernoff's inequality, we can almost surely find $\Omega(n)$ correctly labeled gadgets.

We next address the second issue, that is, the directions of the edges. For each of the $\Omega(n)$ correctly labeled gadgets, each undirected edge corresponds to a directed edge in one of the two direction with probability

$$
\frac{\frac{\beta}{n}\left(1-\frac{\beta}{n}\right)}{2 \frac{\beta}{n}\left(1-\frac{\beta}{n}\right)+\left(\frac{\beta}{n}\right)^{2}} \approx \frac{1}{2},
$$

and corresponds to edges in both directions with the complement (small) probability. The probability that each edge in a Y-gadget corresponds to a single edge in the correct direction is therefore constant, and using similar arguments as above, a constant fraction of the correctly labeled gadgets will almost surely have correctly oriented edges.

A possible concern at this point is that there are no edges between pairs of vertices in $A$, and the probability of edges $(u, v)$ where $u \in A$ and $v \in P$ is smaller than $p$. We first note that, since we are looking at a denser graph, isolation is harder to achieve. Moreover, since a $Y$-gadget has no adjacent vertices in $A$, we discard any such $Y$ gadgets, so the increased


Fig. 2. Determining the probability of a match failing is difficult because many potential patient-donor pairs are not crossmatched. Of the aggregate UNOS data, we are only sure that the $7 \%$ who successfully received a transplant and the $16 \%$ who explicitly failed due to a positive crossmatch were tested.
probability of edges between such pairs does not help us. Finally, for pairs $(u, v)$ where $u \in A$ and $v \in P$, the probability of an edge $(u, v)$ is equal to the probability of an edge existing in the undirected graph and the edge being in the right direction; Y-gadgets where the edge is in the wrong direction are discarded.

Importantly, while the proof of Theorem 3.1 only explicitly discusses chains (in the construction of the Y-gadgets), the optimal matching also contains cycles - they are just not the driving force behind this result. In the next section, we provide experimental validation of this theoretical result using real data from the UNOS nationwide kidney exchange, which we help run.

## 4. EXPERIENCES FROM, AND EXPERIMENTS ON, THE UNOS KIDNEY EXCHANGE

Over the past decade, fielded kidney exchanges have begun appearing in the United States. One of the largest, run by the United Network for Organ Sharing (UNOS), performed its first match run in October of 2010. As of early February 2013, it matches on a weekly basis, and interacts nationwide with over 100 hospitals. Sandholm and Dickerson maintain the optimization code for match runs in the UNOS kidney exchange program, and interact frequently with the medical, logistical, and support staff for the program. In this section, we present experimental results comparing discounted and non-discounted matching on real data from this exchange, using two estimated distributions over edge failure probabilities.

### 4.1. Estimating edge failure probabilities

The UNOS US-wide kidney exchange computes a maximum weighted matching at each clearing. The function used to assign weights to edges was determined by a committee of medical professionals, and takes into account such factors as donor and patient location, health, and CPRA score. We have access to this data, and use it in our experiments.

However, medical knowledge is incomplete; as such, we cannot determine the exact probability $q$ that a potential transplant will succeed. For our experiments, we use two distributions of edge failure probabilities.

First, we draw from all the data from the match runs conducted in the UNOS exchange to date. Figure 2 displays success and failure results for recommended matches from the UNOS kidney exchange for matches between October 27, 2010 and November 12, 20124 Approximately $7 \%$ of matches resulted in a transplant, while approximately $93 \%$ failed. Of the $93 \%$ that failed:

[^2]- $49 \%$ were not the reason for failure. The cycle or chain in which the potential transplant was involved failed entirely (in the case of cycles) or before the patient's turn (in the case of chains)
- $44 \%$ were the reason for failure.
- $36 \%$ of these (about $16 \%$ of the total) failed due to a positive crossmatch, signifying blood-type incompatibility (beyond the ABO model).
- $64 \%$ failed due to a variety of other reasons, as discussed below.

Triggering a cycle or chain failure can occur for a variety of reasons, including:

- Receiving a transplant from the deceased donor waiting list
- Receiving a transplant from another exchange
- Patient or donor becoming too ill for surgery or expiring
- An altruistic patient "running out of patience" and donating elsewhere, or not at all
- A donor in a chain reneging (i.e., backing out after his patient received a kidney)
- Pregnancy or sickness changing a patient or donor's antigen incompatibilities

In these cases, a patient and potential donor may or may not have received a crossmatch test. In fact, the only sureties regarding crossmatches to be derived from the data above are that $7 \%$ crossmatched negative (those who received transplants) and $16 \%$ crossmatched positive. Thus, roughly $7 /(16+7) \approx 30 \%$ of these crossmatches come back negative. We use this value for our first set of simulations, setting the probability of a crossmatch failing to be a constant $70 \%{ }^{5}$

Second, in the UNOS exchange and in others (see., e.g., Ashlagi et al. 2012]), patients tend to have either very high or very low sensitization. Drawing from this and the $70 \%$ failure rate derived above, our second set of experiments samples randomly from a bimodal distribution: $30 \%$ of edges have a low failure rate $\left(1-q_{L}\right) \in(0.0,0.2]$, while $70 \%$ have a high failure rate $\left(1-q_{H}\right) \in[0.8,1.0)$, such that the overall expected failure rate is $70 \%$.

### 4.2. UNOS results: Discounted matching is better in practice

We now simulate probabilistic matching on real data from UNOS. We performed simulations using both the constant $70 \%$ failure rate and the bimodal failure rate. On the former, we can compute an exact expected value for the discounted matching on each real UNOS matching. On the latter, we simulated failure probabilities 2000 times for each UNOS match run.

Figure 3 shows that, in both cases, taking failure probabilities into account results in significantly more expected transplants. In the constant probability case, discounted matching yields many more matches than (or in some cases the same number as) the status quo of maximum weighted matching. (In cases where the expected utility of both matching methods was equal, the same matching was returned by both solvers.) The discounted matching performed better when the maximum weighted matching included long chains, a frequent phenomenon in the UNOS pool, as discussed by Dickerson et al. 2012b.

In the bimodal case, discounted matching shines, often beating the maximum cardinality matching by a factor between 2 and 10, and again never doing worse in expectation. Here, the discounted matching algorithm is able to pick cycles and chains that contain edges with very high probabilities of success over those with very low probabilities of success.

## 5. BUILDING A SCALABLE SOLVER TO CLEAR FAILURE-AWARE EXCHANGES

Current kidney exchange pools are small, containing at most a few hundred patients at a time. For example, so far the UNOS match runs never had pools larger than 186 patients

[^3]

Fig. 3. Comparison of the expected number of transplants resulting from the maximum weighted matching and discounted weighted matching methods, on all 36 UNOS match runs between October 2010 and January 2013. (Left) Constant edge success probability. (Right) Bimodal edge success probabilities (some very high, some very low). In both cases, taking edge failures into account results in equal or better expected transplant counts (often much better).
and 205 donors. However, as kidney exchange gains traction, these pools will grow. The estimated steady-state size of a US nationwide kidney exchange is 10,000 patients Abraham et al. 2007.

Clearing pools of this size is a computational challenge. The undiscounted clearing problem is NP-hard Abraham et al. 2007. Since the undiscounted clearing problem is a special case of the discounted clearing problem - that is, it is the discounted clearing problem with constant success probability $q=1.0$-it follows that the discounted clearing problem is also NP-hard.

Lemma 5.1. The discounted clearing problem is NP-hard.
To our knowledge, there is no solver that would scale to the nationwide steady-state size including the CMU solver used by UNOS. This solver is based on the work of Abraham et al. 2007, with enhancements and generalizations by Dickerson and Sandholm, and uses mixed integer linear programming (MIP) with one decision variable for each cycle no longer than $L$ (in practice, $L=3$ ) and constraints that state that accepted cycles are vertex disjoint. With specialized branch-and-price MIP solving techniques, Abraham et al. [2007] were able to solve the (3-cycle, no chains, deterministic) problem at the projected steadystate nationwide scale of 10,000 patients.

In the current UNOS solver, chains are incorporated by adding from the end of each potential chain a "dummy" edge of weight 0 to every vertex that represents an altruist. Chains are generated in the same fashion as cycles, and look identical to cycles to the optimization algorithm - with one caveat. Recall that chains need not be executed atomically, and thus, in practice, the cycle cap of 3 is not applicable to chains. Due to the removal of this length restriction, this approach does not scale even remotely to the nationwide level-failing in exchanges of sizes as low as 200 in the undiscounted case Dickerson et al. 2012b].

In this section, we augment the current UNOS solver to solve the discounted clearing problem on exchanges with edge failure probabilities. We first show that a powerful tool used in the current solver - the technique used to upper bound the objective value - is no longer useful. We show how to adapt the current solver's lower bounding technique to our model. We then significantly improve the core of the solver, which performs column generation, to
only consider cycles and chains that are useful to the optimal discounted matching, and provide failure-aware heuristics for speeding up the column generation process.

### 5.1. Why we cannot use the current UNOS solver

In mixed integer programming, a tree search that branches on each integral decision variable is used to search for an optimal solution. At each node, upper and lower bounds are computed to help prune subtrees and speed up the overall search. In practice, these bounding techniques are critical to proving optimality without exhaustively searching the space of all assignments.
5.1.1. Computing a good upper bound is hard. The current kidney exchange solver uses the cycle cover problem with no length cap as a heuristic upper bound. This unrestricted clearing problem is solvable in polynomial time by encoding the pool into a weighted bipartite graph and computing the maximum weighted perfect matching Abraham et al. 2007. This is useful in practice because the unrestricted bound often matches the restricted (e.g., $|L| \leq 3$ ) optimal objective value. Unfortunately, for the discounted version of this problem, Proposition 5.2 shows that computing this bound is NP-hard.

Proposition 5.2. The unrestricted discounted maximum cycle cover problem is $N P$ hard.

Proof sketch. We build on the proof of Theorem 1 from Abraham et al. 2007, which shows that deciding if $G$ admits a perfect cycle cover containing cycles of length at most 3 is NP-complete. They reduce from 3D-Matching. All the cycles in the constructed widgets in their proof are of length at least 3 . Due to discounting, a perfect cover which uses only 3 -cycles has higher utility than any other cover, since each edge in a 3-cycle is worth more than a vertex in a $k$-cycle for $k>3$ due to discounting. The reduction of Abraham et al. 2007 has the property that there is a perfect cover with only 3 -cycles if and only if there is a 3D-Matching. Determining this is NP-complete, and thus the search problem is NP-hard.

Driven by this hardness result, our new solver uses a looser upper bound, solving the unrestricted clearing problem on a graph $G^{\prime}=\left(V, E^{\prime}\right)$ such that $w_{e}^{\prime}=w_{e} q_{e}$, for each $e \in E$.
5.1.2. Computing a good lower bound is not hard. The current UNOS solver uses the 2-cycle maximum matching problem (which is equivalent to the undiscounted clearing problem for $L=2$ ) as a primal heuristic, or lower bound. The new solver uses the discounted version of the 2-cycle maximum matching problem as a primal heuristic during the branch-and-price search. Solving this problem is still in polynomial time, as stated in Lemma 5.3 .

LEMMA 5.3. The discounted clearing problem with cycle cap $L=2$ is solvable in polynomial time.

Proof. Given a directed compatibility graph $G=(V, E)$, construct an undirected graph $G^{\prime}=\left(V, E^{\prime}\right)$ such that an edge exists between two vertices in $G^{\prime}$ if and only if there exists a two-cycle between those vertices in $G$. Then, set the weight of every edge $e^{\prime}=\left(v_{i}, v_{j}\right)$ in $G^{\prime}$ to:

$$
w_{e^{\prime}}=q_{\left(v_{i}, v_{j}\right)} \cdot q_{\left(v_{j}, v_{i}\right)}\left(w_{\left(v_{i}, v_{j}\right)}+w_{\left(v_{j}, v_{i}\right)}\right)
$$

Now find the maximum weighted matching on $G^{\prime}$, which can be done in polynomial time by Edmond's maximum-matching algorithm Edmonds 1965].
5.1.3. Incremental solving of very large MIPs. The number of decision variables in the mixed integer program formulation of the clearing problem grows linearly with the number of cycles and chains in the pool. Unfortunately, the number of cycles grows polynomially in the cap $L$, and the number of chains grows exponentially! In fact, on pools generated using
the state of the art kidney exchange generator due to Saidman et al. 2006], pools of size 5000 containing no chains already contained nearly half a billion cycles. Including chains makes the full mixed integer program impossible to store in memory.

Toward this end, the current UNOS solver uses an incremental formulation called column generation to bring only some variables into the search tree at each node. The basic idea behind column generation is to start with a reduced model of the problem, and then incrementally bring in variables (and their constraints) until the solution value of this reduced model is provably the solution value of the full (implicitly represented) model. This is done by solving the pricing problem, which associates with each variable a real-valued price such that, if any constraint in the full model for a variable $c$ is violated, then the price of that variable is positive. In our case, the price of a cycle or chain $c$ is just the difference between the discounted utility $u(c)$ and the dual value sum of the vertices in that cycle or chain.

When no positive price cycles exist, we have proved optimality at this node in the search tree. Proving this is hard, since the solver might have to consider each cycle and chain. We now present a method for "cutting off" a chain after we know its expected utility is too low to improve the reduced problem's objective value.

### 5.2. Iterative generation of only potentially "useful" chains.

Given a $k$-chain $c=\left(v_{0}, v_{1}, \ldots, v_{k}\right)$, with $v_{0}$ an altruist, we show a technique for curtailing the generation of additions to $c$ (while maintaining solution optimality). Consider the ( $k+1$ )chain $c^{\prime}=c+\left\{v_{k+1}\right\}$. Then the additional utility of this chain over $c$ is just:

$$
\begin{aligned}
u\left(c^{\prime}\right)-u(c) & =\left(\sum_{i=1}^{k}\left(1-q_{i}\right) i \prod_{j=0}^{i-1} q_{j}+(k+1) \prod_{i=0}^{k} q_{i}\right)-\left(\sum_{i=1}^{k-1}\left(1-q_{i}\right) i \prod_{j=0}^{i-1} q_{j}+k \prod_{i=0}^{k-1} q_{i}\right) \\
& =\left(1-q_{k}\right) k \prod_{i=0}^{k-1} q_{i}-k \prod_{i=0}^{k-1} q_{i}+(k+1) \prod_{i=0}^{k} q_{i} \\
& =(k+1) \prod_{i=0}^{k} q_{i}-q_{k} k \prod_{i=0}^{k-1} q_{i}=(k+1) \prod_{i=0}^{k} q_{i}-k \prod_{i=0}^{k} q_{i}=\prod_{i=0}^{k} q_{i}
\end{aligned}
$$

That is, the additional utility is just the probability of $c^{\prime}$ executing perfectly from start to finish (times the weight of the new edge, if $w_{k} \neq 1$ ).

Now, assume we are given some maximum success (minimum failure) probability $q_{\max }$ of the edges left in the remaining total pool of patients $V^{\prime}$ (so for $G=(V, E)$, the remaining pool is $V^{\prime}=V \backslash c$ ). Then, an upper bound on the additional utility of extending $c$ to an infinitely long chain $c^{\infty}$ is just the geometric series:

$$
u\left(c^{\infty}\right)-u(c)<\sum_{j=k}^{\infty} \prod_{i=0}^{k-1} q_{i} \prod_{i=k}^{j} q_{\max }=\prod_{i=0}^{k-1} q_{i}\left(\sum_{j=k}^{\infty} \prod_{i=k}^{j} q_{\max }\right)
$$

Since $q_{\max }<1$, this converges to:

$$
\begin{equation*}
u\left(c^{\infty}\right)-u(c)={ }_{k \rightarrow \infty} \frac{q_{\max }}{1-q_{\max }} \prod_{i=0}^{k-1} q_{i} \tag{2}
\end{equation*}
$$

An upper bound on the expected utility of a (possibly infinite) chain $c^{\prime}$, extended from some base $k$-chain $c=\left(v_{0}, v_{1}, \ldots, v_{k}\right)$, is given in Equation (2) above. We are interested in using this computed value to stop extending $c$.

Let the dual value of a vertex $v$ be $d_{v}$. Furthermore, let $d_{\text {min }}$ be the minimum dual value of any vertex in $V^{\prime}=V-c$. Then a lower bound on the "cost" of using this extended chain $c^{\prime}$ is given by $d_{\min }+\sum_{i=0}^{k} d_{i}$.

By taking the optimistic upper bound on the utility of an infinite extension $c^{\prime}$ and the lower bound on the "cost" of using $c^{\prime}$, a criterion for $c^{\prime}$ not being useful is:

$$
\left(\frac{q_{\max }}{1-q_{\max }} \prod_{i=0}^{k-1} q_{i}\right)+u(c)+\ell-\left(d_{\min }+\sum_{i=0}^{k} d_{i}\right) \leq 0
$$

Here, $\ell$ is the utility derived from the final donor in a chain donating his or her kidney to the deceased donor waitlist. This is set by each individual kidney exchange.

Note that the sum of any finite subsequence of the infinite geometric series is less than the sum of the infinite series. Then, the first segment of Equation 5.2 can be only lower for any finite extension of $c$. Thus, if the inequality holds for the infinite extension, it must also hold for the finite extension.

Proposition 5.4. Given a $k$-chain $c$, if the infinite extension $c^{\infty}$ is not promising (i.e., Equation 5.2 holds), then no finite extension is promising, either.

We use Proposition 5.4 to stop generating extensions of chains during our solver's iterative chain (column) generation routine. We incrementally maintain the expected utility of the chain $u(c)$ and the sum of the dual values of vertices in that chain, and compute the infinite series' convergence of the infinite chain whenever an extension is considered. If Equation 5.2 holds, from Proposition 5.4 we know no finite (or infinite) extension of can have positive price, and the solver cuts off generating additions to $c$.

### 5.3. Heuristics for generating positive price chains and cycles.

During the column generation process, the optimizer iteratively brings positive price cycles and chains into a reduced linear program (LP). Once no cycles or chains outside the reduced LP have positive price, where the price of a cycle/chain $c$ is defined to be $u(c)-\sum_{v \in c} d_{v}$, we can determine optimality from the reduced LP for the full LP.

In practice, the order in which positive price cycles and chains are brought into the reduced problem drives solution time. One approach is to try to generate those cycles and chains with lowest price. In our solver, we heuristically order the edges from which we start cycle or chain generation toward this end.
5.3.1. Ordering the cycle generation. For cycles, where $v$ is a patient-donor vertex and $v^{\prime}$ is the vertex in $v$ 's outgoing neighbors with maximum discounted edge weight, we sort in descending order of $\nu$ :

$$
\nu_{v}=\bar{q}_{v}^{i n} q_{\left(v, v^{\prime}\right)} w_{\left(v, v^{\prime}\right)}-d_{v}
$$

Here, $\bar{q}_{v}^{i n}$ is the average success probability of all incoming edges to $v$. Note that, for each vertex $v$, the $\bar{q}_{v}^{i n} q_{\left(v, v^{\prime}\right)} w_{\left(v, v^{\prime}\right)}$ term can be computed exactly once (at cost $O\left(|V|^{2}\right)$ ), since these values do not change. Then, at each iteration of column generation, we perform an $O(|V| \log |V|)$ sort on the difference between this term and the current dual values.

Proposition 5.5. For any non-altruist $v$ and next step $v^{\prime}$, such that $\left(q_{\left(v, v^{\prime}\right)} w_{\left(v, v^{\prime}\right)}-\right.$ $\left.d_{v}\right) \leq 0$, we need not initiate cycle generation from $v$ (which still guarantees all cycles are generated).

Proof. A cycle $c$ involves at least two vertices, including $v$. If $v$ has a non-positive dualdiscounted weight, then at least one other vertex $v^{\prime}$ in the cycle must have positive dualdiscounted weight. If not, the cycle will have non-positive price and will not be considered in the column generation. Starting a search from $v^{\prime}$ will generate $c$.

Table I. Scaling results for our method versus CPLEX, timeout of 1 hour.

|  | CPLEX |  |  |  | Ours without chain curtailing |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\|V\|$ | Solved | Time (solved) | Solved | Time (solved) |  |  | Solved | Time (solved) |
| 10 | $127 / 128$ | 0.044 | $128 / 128$ | 0.027 |  | $128 / 128$ | 0.052 |  |
| 25 | $125 / 128$ | 0.045 | $128 / 128$ | 0.023 |  | $128 / 128$ | 0.049 |  |
| 50 | $105 / 128$ | 0.123 | $128 / 128$ | 0.046 |  | $125 / 128$ | 0.057 |  |
| 75 | $91 / 128$ | 0.180 | $126 / 128$ | 0.072 |  | $123 / 128$ | 0.066 |  |
| 100 | $1 / 128$ | 1.406 | $121 / 128$ | 0.075 |  | $121 / 128$ | 0.071 |  |
| 150 | $0 / 128$ | - | $114 / 128$ | 0.078 |  | $95 / 128$ | 0.098 |  |
| 200 | $0 / 128$ | - | $113 / 128$ | 0.135 |  | $76 / 128$ | 0.096 |  |
| 250 | $0 / 128$ | - | $94 / 128$ | 0.090 |  | $48 / 128$ | 0.133 |  |
| 500 | $0 / 128$ | - | $107 / 128$ | 0.264 |  | $1 / 128$ | 0.632 |  |
| 700 | $0 / 128$ | - | $115 / 128$ | 1.071 |  | $0 / 128$ | - |  |
| 900 | $0 / 128$ | - | $38 / 128$ | 2.789 |  | $0 / 128$ | - |  |
| 1000 | $0 / 128$ | - | $0 / 128$ | - |  | $0 / 128$ | - |  |

5.3.2. Ordering the chain generation. For chains, where $a$ is an altruist and $v$ is the vertex corresponding to the initial edge from that altruist, we sort in descending order of $\nu$ :

$$
\nu_{a, v}=q_{(a, v)} w_{(a, v)}-d_{a}
$$

The intuition here is that chains with a high utility outgoing edge (at low cost, from $d_{a}$ ) are more likely to be included in the final solution than those with low initial utilities. Note that we must consider all first hops out of all altruists, including those such that $\nu_{a, v} \leq 0$. Due to this, each iteration of column generation requires an $O(|A||V| \log (|A||V|))$ sort. With $|A|$ small, as in the UNOS exchange, this is an allowable cost.

## 6. SCALABILITY EXPERIMENTS

In this section, we test the ability of our new solver on kidney exchange compatibility graphs that are larger than current fielded kidney exchange pools, with an eye toward the future where kidney exchanges will be larger. We use data generated by the current state of the art kidney exchange instance generator by Saidman et al 2006, augmented to include altruistic donors ${ }^{6}$ We test in the static (that is, myopic batch matching) setting here; in the next section, we expand to dynamic matching. For the experiments in this section, we assume a constant failure probability of 0.7 for each donor-patient edge.

We compare our novel solver against IBM ILOG CPLEX $12.2^{7}$, a recent version of a state-of-the-art integer linear programming solver. Since CPLEX does not use branch-andprice, it must solve the full integer program (with one decision variable per possible cycle and chain).

Table $\mathbb{I}$ shows runtime and completion results for both solvers on graphs of varying size. Each graph has $|V|$ patient-donor pairs and $0.1|V|$ altruistic donors. For example, a row labeled $|V|=50$ corresponds to a graph with 50 patient-donor pairs and 5 altruists. We generated 128 such graphs for each value of $|V|$. Each solver was allocated 8GB of RAM and 1 hour of solution time on Blacklight, a large cc-NUMA shared-memory supercomputer at the Pittsburgh Supercomputing Center ${ }^{8}$ CPLEX was unable to solve instances of size greater than 100 (except once) in under an hour, while our solver was able to solve (at least some) instances of size 900.

To test how much speed was added by each of the improvements in this paper to the current UNOS solver, we deactivated the cycle and chain generation ordering heuristics

[^4]Table II. Reasons for the arrival and departure of vertices and edges.

| Vertex - | Edge - | Vertex/Edge + |
| :--- | :--- | :---: |
| Transplant, this exchange | Matched, positive crossmatch | Normal entrance |
| Transplant, deceased donor waitlist | Matched, candidate refuses donor |  |
| Transplant, other exchange ("sniped") | Matched, donor refuses candidate |  |
| Death or illness | Pregnancy, sickness changes HLA* |  |
| Altruist runs out of patience |  |  |
| Bridge donor reneges |  |  |

* We do not consider edge removal due to pregnancy/sickness because there are a variety of ways in which pregnancy and sickness can affect the immune system.
(\$5.3), as well as the solver's ability to cut off chain generation after the initial portion of a chain has been proven not to be in an optimal match ( $\$ 5.2$ ). Interestingly, removing the cycle and chain ordering heuristics did not noticeably affect the runtime or number of instances solved by our solver. Their low impact on performance is caused by the weak upper bounding performed during the MIP solve; since the bounding is weak, often optimality must be proved by considering all (discounted, possibly "good") chains and cycles, as opposed to being proved via bounding in the search tree. We believe these ordering heuristics, or ones like them, will hold greater merit when better bounding techniques are developed in the future. However, turning off the solver's ability to reason about the maximum additional discounted utility of a chain did significantly affect overall runtime and number of instances solved; in fact, without this technique, only a single instance with 500 patient-donor pairs finished within the one hour time limit.

Table also lists runtime results for those instances that did complete. When a solver was able to solve an instance within an hour, the solution time was typically quite low. This is a function of the upper and lower bounds becoming tight early on in the search tree. Overall, our method of incrementally generating cycles and chains results in dramatically increased completion percentages and lower runtimes than CPLEX.

## 7. A MODEL FOR EXPERIMENTAL DYNAMIC KIDNEY EXCHANGE

In this section, we explore failure-aware matching in the context of dynamic kidney exchange. Kidney exchange is a naturally dynamic event, with patients, paired donors, and altruists arriving and departing the pool over time. Section 4 enumerated some of the reasons we have seen in our experiences with the UNOS nationwide exchange. Formally, a dynamic kidney exchange can be explained by the evolution of its graph - that is, the addition and removal of its vertices and edges.

Table $\Pi$ If formalizes the evolution of a compatibility graph over time. The only vertex and edge additions to the graph come in the form of new patients and donors arriving over time. Edges are removed due to, e.g., crossmatch failures or donor refusals. Vertices are removed if the patient or her respective donor must leave the pool, due to reasons ranging from a successful transplantation to patient expiration.

Figure 4 provides a snapshot of a compatibility graph over three points in time. The pool at time $t$ consists of unmatched patients and donors from time $t-1$, any new pairs and altruists entering the pool, and any vertices who were waiting for a successful match, but whose match failed (due to, e.g., a positive crossmatch). Note that these patients are still formally in the pool, just marked temporarily "inactive" until the status of their pending transplant is known. At each time period $t$, vertices leave the pool permanently through any of the reasons in the first column of Table III or are temporarily marked "inactive" through a pending match.

### 7.1. Failure-aware matching in dynamic kidney exchange

We now present experimental results on dynamic kidney exchanges, taking transplant success probabilities into account. We built a simulator that mimics the evolutionary diagram


Fig. 4. The evolution dynamics of a kidney exchange.


Fig. 5. Expected number of transplants per week for graphs of different sizes. From left to right, 5 pairs and 1 altruist, 20 pairs and 4 altruists, and 25 pairs and 5 altruists (on expectation) appear every week.
of Figure 4, and used parameters learned from our work with UNOS. We vary the number of patient-donor pairs and altruists entering the pool over time, and match on a weekly basis for 24 weeks. We use the bimodal distribution of failure probabilities described in Section 4 , as it more accurately represents current kidney exchanges. The deceased-donor waitlist donation at the end of a chain is counted in the expected number of transplants.

In our experience with UNOS, typically the time between a match offer and transplant success or failure is about 8 weeks. Thus, whenever a match is offered in our simulator, involved patients and donors become inactive in the pool, but can still be removed from the match for a variety of reasons ("sniping" by another exchange, patient illness, etc). Of the 610 patients who have ever been listed in the UNOS exchange program (over a period of 106.7 weeks), 192 left for reasons other than receiving a kidney through UNOS. Thus, for each time period, a vertex has a probability of $1-e^{(\ln 418 / 610) / 106.7} \approx 0.003536$ chance of leaving (for a non-UNOS transplant reason). As in real kidney exchange, if a cycle fails, or part of a chain fails, then the affected patients and donors are returned to the pool.

Figure 5 shows the number of expected transplants per week on graphs of three different sizes. In expectation, 5,20 , or 25 pairs and 1,4 , or 5 altruists appear weekly in each of the three graphs. Discounted matching typically results in roughly twice as many expected transplants than maximum cardinality matching. The slight increase in weekly expected


Fig. 6. Expected aggregate transplants over 24 weeks, for increasing $|V|$ (and $|A|=0.1|V|)$.
matches for both matching techniques is due to the buildup of unmatched patient-donor pairs and altruists in the pool over time; larger pools typically admit larger matchings.

Figure 6 gives aggregate results for total number of expected transplants over 24 weeks, for graphs of varying size, for both discounted and maximum cardinality matching. Graphs have $10 \%$ as many altruists on top of the patient-donor pool. The gap between discounted and non-discounted matching widens as the activity level of the dynamic kidney exchange increases. For our largest graphs, discounted matching improved expected transplants by a factor of three over maximum cardinality matching.

## 8. ADDITIONAL RELATED WORK

There has been some prior work on the dynamics of kidney exchange Ashlagi et al. 2013 , Dickerson et al. 2012a; Ünver 2010 Awasthi and Sandholm 2009, but that work has focused on the dynamics driven by pairs and altruists arriving into, and departing from, the exchange rather than on the dynamics driven by failures. Also the techniques developed in those prior papers are completely different than the ones we develop here.

Analysis of kidney exchange using random graph models is the de facto method for providing theoretical guidance. We work with the model of Ashlagi et al. [2012] ; related random models include those of Ashlagi and Roth 2011] and Toulis and Parkes [2011].

The work on the query-commit problem by Molinaro and Ravi 2013 is motivated by the same issue as our paper. They study bipartite matching (which equates to clearing with 2 -cycles only and no chains) where edges can be tested to see whether they fail. In the query-commit model, if an edge does not fail, it has to be matched. Under certain additional theoretical assumptions, they prove near-optimality of their proposed testing policies. Goel and Tripathi 2012 also study matching with 2-cycles; they provide a greedy testing algorithm for the query-commit problem with an approximation ratio of 0.56 and show that no algorithm can obtain a better ratio for that problem than 0.7916.

Given the ability to perform two crossmatches per patient-donor pair (instead of the current standard of one), Blum et al. 2013 study the problem of selecting a subset of edges such that expected cardinality of the resulting matching is maximized. They work with only unweighted 2-cycles and no chains, and provide a polynomial time algorithm that almost surely maximizes (up to lower order terms) the expected number of swaps in this model.

## 9. CONCLUSIONS AND FUTURE WORK

In this paper, we addressed the problem of edges in a matching (e.g., recommended transplants in a kidney exchange) failing after a matching algorithm has committed to them. This is a timely problem; in the UNOS nationwide kidney exchange, only $7 \%$ of algorithmically matched patients actually receive a transplanted kidney through the exchange. We introduced a failure probability to each edge in a compatibility graph, and defined an expected
utility of edges, cycles, chains, and matches. This model drives our main theoretical result, that (with high probability, in a random graph model) there exists a non-maximum cardinality matching that provides linearly more utility than all maximum cardinality matchings. We then ran simulations on real data from all the 36 UNOS match runs between 2010 and 2012, and found that our failure-aware matching increases the number of expected transplants dramatically.

Armed with this new model, we showed that the current state-of-the-art kidney exchange solver (used in the UNOS kidney exchange) cannot be used for this problem because now each edge has both a weight and a failure probability, and simply multiplying them to get a revised weight would make the algorithm incorrect. We designed a branch-and-price-based optimal clearing algorithm specifically for the probabilistic exchange clearing problem. It has many enhancements over the prior best kidney exchange clearing algorithm. For one, we designed a failure-aware column generator that incrementally brings only "possibly good" chains into consideration. We showed experimentally that this new solver scales well on large simulated data. We then developed a faithful model of dynamic kidney exchange based on our experiences with, and data from, UNOS, and showed that failure-aware matching in dynamic graphs increases expected transplants significantly.

Experimentally, our solver would benefit from a better (i.e., tighter) upper bound on the discounted clearing problem. This would decrease the size of the search tree and, in turn, reduce column generation and overall runtime. The accuracy of our and others' experimental results relative to real kidney exchange will continue to improve as we work with more exchanges. The community's understanding of the underlying failure probabilities - especially on a patient-by-patient basis-will improve as more data becomes available. Quantitatively analyzing this data would be of great help to both science and practice of kidney exchange.
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[^0]:    ${ }^{1}$ Another major challenge in kidney exchanges is that transplant centers may be motivated to hide some of their donor-patient pairs and altruistic donors. There is no perfect mechanism design solution to that problem (see, e.g., Ashlagi and Roth 2011; Ashlagi et al. 2010 ). So, the only way to motivate the centers to fully reveal their pairs and altruists is by mandate, and it is not clear that is politically viable. This paper does not address this problem, except to the extent that better matching generally speaking gives more motivation for the centers to participate because success chances for their patients become better and wait times shorter.

[^1]:    ${ }^{2}$ Of course, there is a chance that a bridge donor backs out of his/her commitment to donate. In that unfortunate event (which has happened a couple of times in the US), the chain does not continue. Cycles cannot be executed piecemeal because if someone backs out of a cycle, then some pair has lost a kidney (i.e., their "bargaining chip"). In contrast, if someone backs out of a chain, no pair has lost their bargaining chip (although of course it is a shame if some chain does not continue forever).
    ${ }^{3}$ In this case, the donor at $v_{3}$ typically donates to the deceased donor waiting list, or stays in the pool as a bridge donor. Whether or not this additional transplant is included in the optimization process is decided by each individual kidney exchange program.

[^2]:    ${ }^{4}$ Aggregate match data is available in Kidney Paired Donation Work Group 2012 and summarized by Leishman et al. 2013.

[^3]:    ${ }^{5}$ The $70 \%$ expected failure is optimistic (i.e., too low) in that it ignores the myriad other reasons for match failures. UNOS currently performs batch myopic matches, so-for these simulations-we only simulated crossmatch failures. We take additional failure reasons into account in Section 7

[^4]:    ${ }^{6}$ These graphs are significantly denser than current kidney exchange pools. For a discussion on this, see Ashlagi et al. 2012 and Dickerson, Procaccia, and Sandholm 2012b.
    ${ }^{7}$ http://www-01.ibm.com/software/integration/optimization/cplex-optimizer/
    ${ }^{8}$ Blacklight was used solely to parallelize multiple runs for experimental results; our solver does not require any specialized hardware. In fact, the current version of our solver that runs the weekly matches at UNOS runs on commodity hardware.

